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Abstract: Eigen-functions are of key importance in graph mining since they can be used to approximate many graph
parameters, such as node centrality, epidemic threshold, graph robustness, with high accuracy. As real-world graphs are changing
over time, those parameters may get sharp changes correspondingly. Taking virus propagation network for example, new
connections between infected and susceptible people appear all the time, and some of the crucial infections may lead to large
decreasing on the epidemic threshold of the network. As a consequence, the virus would spread around the network quickly.
However, if we can keep track of the epidemic threshold as the graph structure changes, those crucial infections would be
identified timely so that counter measures can be taken proactively to contain the spread process. In our paper, we propose
two online eigen-functions tracking algorithms which can effectively monitor those key parameters with linear complexity.
Furthermore, we propose a general attribution analysis framework which can be used to identify important structural changes in
the evolving process. In addition, we introduce an error estimation method for the proposed eigen-functions tracking algorithms
to estimate the tracking error at each time stamp. Finally, extensive evaluations are conducted to validate the effectiveness and
efficiency of the proposed algorithms. © 2016 Wiley Periodicals, Inc. Statistical Analysis and Data Mining: The ASA Data Science Journal,

2016
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1. INTRODUCTION

To better understand the node centrality and connectivity
of graphs, various graph parameters have been invented for
different tasks. Though different on their definitions, many
of those parameters can be well approximated by some well
defined eigen-functions. For example, in node centrality
analysis, one commonly used parameter is eigenvector
centrality [1], which is defined with the leading eigenvector
of the graph. As for graph connectivity, frequently used
parameters include epidemic threshold ([2-4]), clustering
coefficient [5], graph robustness ([6—8]), eigen-gap, etc.
For epidemic threshold, Prakash et al. found that the
tipping point for the dissemination process in arbitrary
graph is controlled by the leading eigenvalue of certain
system matrix associated with the graph [3]. For clustering
coefficient calculation, the most time consuming part is
counting the number of triangles in the graph, which is
of O(n?) complexity. In ref. [9], Tsourakakis proved that
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the number of triangles in a graph can be accurately
estimated with its top eigenvalues. Similar to clustering
coefficient, Chan et al. showed that natural connectivity
[10], a good measurement for graph robustness, can also
be approximated with the top eigenvalues of the graph.
Moreover, as shown in ref. [11], the expansion property of
a graph can be measured with its eigen-gap between first
and second eigenvalues [12].

Most of the graph parameters mentioned above are all
based on static graphs. However in real-world applications,
the graph structure evolves over time. In some cases,
subtle changes on the graph structure may lead to huge
difference on some of its properties. For example, when
Ebola virus was first brought to the US continent, some
emerging connections in the contact network would greatly
reduce the epidemic threshold of the graph, and eventually
cause the outbreak of the disease. By monitoring those key
parameters as graph evolves and analyzing the attribution
for sharp parameter changes timely, we would be able
to get prepared for emergent events at an early stage.
Another application scenario is social network. In websites
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like Facebook and Twitter, new connections between users
emerge all the time, which would in turn change the
influential individuals in the network. It is crucial for online
marketing companies to keep track of those changes since
their advertisements targeting strategies may need to be
modified accordingly.

For eigen-functions tracking problem, simply
re-computing the eigen-pairs whenever the graph structure
changes is computationally costly over fast-changing large
graphs. The popular Lanczos method for computing top-
k eigen-pairs would require O (mk + nk*) time, where m
and n are the numbers of edges and nodes in the graph,
respectively. Although the complexity seems acceptable for
one-time calculation in static graphs, it would be too expen-
sive for large dynamic graphs. To address this challenge,
we consider a way of updating the eigen-pairs incremen-
tally instead of re-computing them from scratch at each time
stamp. In this paper, we propose two online algorithms to
track the eigen-pairs of a dynamic graph efficiently, which
bear linear time complexities with respect to the number of
nodes 7 in the graph and the number of changed edges s at
current stamp. Based on these algorithms, we introduce a
general attribution analysis framework for identifying key
connection changes that have largest impact on the graph.
Last, to control the accumulated tracking error of eigen-
functions, we propose an error estimation method to detect
sharp error increase timely so that the accumulated error
can be eliminated by restarting the tracking algorithms.

In addition to the problem definition, the main contribu-
tions of this paper can be summarized as follows:

e Algorithms. We propose two online algorithms to
track the top eigen-pairs of a dynamic graph,
which in turn enable us to track a variety of
important network parameters based on certain eigen-
functions. In addition, we provide a framework for
attribution analyses on eigen-functions and a method
for estimating tracking errors.

e Evaluations. We evaluate our methods with other
eigen-pair update algorithms on real-world datasets,
to validate the effectiveness and efficiency of the
proposed algorithms.

The rest of the paper is organized as follows: In Section
2, a brief survey of related studies on graph spectrum,
dynamic graphs and general graph mining is provided.
A formal problem definition is given in Section 3. Section 4
gives the first-order and high-order eigen-functions tracking
algorithms, attribution analysis framework, error estima-
tion algorithm, and corresponding analysis. Experimental
results are shown in Section 5 and we conclude in
Section 6.

2. RELATED WORK

Eigen-pairs of a graph can be derived to various
important parameters, which can be used to describe the
graph from different aspects. Those parameters are widely
used for different graph mining tasks. Tracking those
eigen-functions on fast-changing dynamic graphs can be
abstracted as a process of conducting evolutionary analysis
on streaming networks. Here we organize our related work
into three sections: (A) work on applications of different
eigen-functions; (B) work on dynamic graph analysis; and
(C) general graph mining.

2.1. Applications of Eigen-Functions

According to ref. [11], the eigen-pairs on adjacency
matrix and those on Laplacian matrix of a graph have
different meanings. The eigenvalues of adjacency matrix
can be used to determine the path capacity of a graph [13],
while for Laplacian matrix, they indicate the connectivity of
the graph. Based on these two meanings, a large amount of
work was developed regarding to path capacity and graph
connectivity, respectively.

In refs. [9,14], Tsourakakis found that the total number
of triangles in the graph and number of triangles that
contain certain node can be efficiently estimated with the
eigenvalues of graph adjacency matrix. In refs. [2,15],
Ganesh et al. and Chakrabati et al. proved that the epidemic
threshold for SIS model on arbitrary undirected network
is related to the leading eigenvalue of graph adjacency
matrix. Prakash et al. further improved their work by
proving that the threshold for a variety of cascade models
on arbitrary network depend on the first eigenvalue of
certain system matrix associated with the network[3]. Tong
et al. proposed a node manipulation method in ref. [16]
and edge manipulation method in ref. [17] to optimize the
change of first eigenvalue in the graph. In Le et al. [18]
found that most eigenvalue optimization methods perform
poorly when the eigen-gap [11] of the graph is small and
proposed MET algorithm for eigenvalue minimization in
such ”small gap” graphs. In, Hoory et al. [12] introduced the
concept of expansion property of the graph, which inspired
many network robustness related works [19,20]. In, Chan
et al. [7] proposed a more general robustness measurement
and provided corresponding graph manipulating strategies
(on both nodes and edges) to optimize the robustness
score. Recently, they showed that eigen-pairs can also be
used to locate robust subgraphs in the network in [21].
On the other hand for Laplacian matrix of the graph,
Newman showed that the eigen-pairs of Laplacian matrix
can be used for community detection [22,23]. In our work,
we will focus on the eigen-functions of graph adjacency
matrix.
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2.2. Dynamic Graphs Analysis

Dynamic graph analysis has attracted much attention in
recent years. Aggarwal and Subbian have made a thorough
summary of related research in ref. [24]. The research on
dynamic graph analysis can be generally sorted into two
categories: (A) monitoring the change on the evolving graph
and (B) efficiently updating the data mining results as graph
changes.

In Leskovec et al. [25,26] discovered the growth pattern
of real graphs by their densities and diameters. As graph
mining tasks vary from one another, the parameters tracked
in the process are different. In ref. [27], two online
algorithms were provided for tracking node proximity and
centrality on bipartite graphs. In, Malliaros et al. [28]
defined a new graph robustness property based on top k
eigen-pairs of the graph, and proposed an algorithm to
detect communities and anomalies. Similar mechanism for
anomaly detection was used in ref. [29] based on eigen-
pairs of dependency matrix of the graph. Ferlez et al. [30]
proposed a dynamic graph monitoring algorithm based on
MDL (Minimum Description Length) [31] which can be
used to detect the changing communities in the evolving
process. In ref. [32], a graph kernel tracking algorithm was
proposed for dynamic graphs. The other area of research
that is remotely related to our work is evolutionary spectral
clustering on graphs. In, Ning et al. [33] proposed an
incremental spectral clustering algorithm based on iterative
update on the eigen-system of the graph.

2.3. General Graph Mining

Graph mining has been a hot research topic for years.
Depending on the type of the graph, graph mining related
research can be classified into two categories: (1) single-
layered graph mining and (2) multi-layered graph min-
ing. For single-layered graphs, classic works include
pattern and law mining [34-36], frequent substructure
discovery [37—-39], community mining and graph parti-
tion [40,41], proximity [42—44], graph sampling [45,46],
information propagation [47-49], etc. As for multi-layered
graphs, one of the key problem being studied is cas-
cading failure in interdependent system [50,51]. In refs.
[52-55], different types of two-layered interdependent net-
works were thoroughly analyzed. In refs. [56,57], different
kinds of more generally structured multi-layered networks
were studied.

3. PROBLEM DEFINITION

In this section, we introduce the notations used through
out the paper, and four important eigen-functions in graph

Table 1. Symbols used in text.

Symbol Definition and Description

G'(V,E) undirected, unipartite network at
time ¢

m number of edges in the network

n number of nodes in the network

B, C, matrices (bold upper case)

b,c vectors (bold lower case)

Al adjacency matrix of G'(V, E) at
time ¢

AA! perturbation matrix from time
ttor+1

A(G") number of triangles in G’

S(G") robustness score of G’

Gap(G") eigen-gap of G’

' wh j eigen-pair of A’

[AAT li=t)..1p perturbation matrices of dynamic

graph from time 7 to 7,
top k eigen-pairs from time
1 to

A(G) from time #; to
S(G) from time ¢, to t,

[(Aktv Uz)]t:n D)

[A(Gt)]f:tl sl
[(S(G)i=..p

mining, followed by a formal definition of eigen-functions
tracking problem.

3.1. Notations

The symbols used throughout the text is shown in
Table 1. We consider the graph in each time stamp
G'(V, E) is undirected and unipartite. In consistent with
standard notation, we use bold upper-case for matrices (e.g.,
B), and bold lower-case for vectors (e.g., b). For each time
stamp, the graph is represented by its adjacency matrix A’.
AA' denotes the perturbation matrix from time ¢ to ¢ + 1.
(A, uj') is the j eigen-pair of A’. The number of triangles
and robustness score of the graph at time ¢ are represented
as A(G") and S(G"), respectively.

With the above notations, the eigen-function is defined
as a function that maps eigen-pairs of the graph to
certain graph attribute or attribute vector, which can be
expressed as

f:(Ar,Up) > R'(x € N) (1)

3.2. Important Eigen-Functions
3.2.1. FEigenvalues and Eigenvectors

Since the eigen-pairs of a graph are important attibutes
themselves, the simplest eigen-function is therefore an
identity function as follows:

(A, Up) = (Ax, Up) ()
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The eigenvalues of a graph’s adjacency matrix can be
used to measure the path capacity of the graph [13], while
the eigenvectors can be used to evaluate the centrality of
nodes [1], or to detect interesting subgraphs [58].

In most of the applications, only top k (k varies under
different settings) eigen-pairs (Ay', Uj) are used. Therefore
it is not necessary to compute the complete set of eigen-
pairs in real analysis.

3.2.2.  Number of Triangles in Graph

The number of triangles in a graph plays an impor-
tant role in calculating clustering coefficient and related
attributes. The brute-force algorithm for solving this prob-
lem is of complexity O (n?). State-of-the-art algorithm has
reduced the complexity to O(n*>373) [59], but this is still
not a scalable algorithm on real-world large datasets. In,
Tsourakakis proposed [9] a fast triangle counting algo-
rithm which showed that the number of triangles in a
graph(A(G)) can be estimated using Eq. (3).

1 k
F(AeU) = AG) = 2 ) 4] 3)
i=1

By Eq. (3), number of triangles A(G) therefore becomes a
function of eigenvalues Ay. Again, for real-world graphs,
usually, we only need top k eigenvalues to achieve a
good approximation for triangle counting. For example,
experiments in ref. [9] showed that picking top 30 eigen-
pairs can achieve an accuracy of at least 95% in most
graphs.

3.2.3. Robustness Measurement

The robustness score of a network evaluates it tolerance
under error and external attacks. Although there are
many kinds of robustness measurements being used in
graph analysis, few of them can act as an universal
standard that can fully express the resilience of the
network from different points of view. Chan et al.
provided a thorough analysis of different robustness
measurements and proposed the idea of using natural
connectivity as robustness score, which overcomes most of
the shortcomings that previous measurements have [7]. The
definition of robustness score(S(G)) [7] is shown in Eq. (4).

1K
F (A, Up) = S(G) = ln(E Ze’\f) “)
j=1

By Eq. (4), robustness score S(G) is also a function of
eigenvalues Ag.

Once again, In, Chan et al. [7] found that top k (k = 50
in their study) eigen-pairs are sufficient for estimating
robustness score.

3.2.4. Eigen-Gap

The eigen-gap of a graph is an important parameter in
expander graph theory and is defined as the difference
between the largest and second largest (in module)
eigenvalues of the graph (as shown in Eq. (5)).

f(A,U) = Gap(G) = A — A Q)

In expander graph theory, a graph is considered to have a
good expansion property if it is both sparse and highly
connected [12]. By Cheeger inequality, the expansion
property of a graph is strongly correlated to its eigen-
gap [11]. As a result, the eigen-gap of the graph can be
used as another measurement for its robustness.

3.3. Problem Definition

In all the above cases, the network parameters of interest
(e.g., epidemic threshold, eigen centrality, number of
triangles, robustness measurement, eigen-gap) can always
be expressed as functions of eigen-pairs of the underlying
graph. What is more, for real graphs, it is often sufficient to
use top-k eigen-pairs to achieve a high accuracy estimation
of these parameters. Therefore, in order to track these
parameters on a dynamic graph, we only need to track
the corresponding top-k eigen-pairs at each time stamp.
Formally, the eigen-function tracking problem is defined
as follows. Once the top-k eigen-pairs are estimated, we
can use Equ (2) to (5) to update the corresponding eigen-
functions.

Problem 1 Top-k Eigen-Pairs Tracking

Given: (1) a dynamic graph G tracked from time t| to t,
with starting matrix A", (2) an integer k, and (3) a
series of perturbation matrices [AA =, .1,—1;

Output: the corresponding top-k eigen-pairs at each
time stamp [(Ay', Ui)]t:tl ..... th-

4. Trip: TRACKING EIGEN-PAIRS

In this section, we present our solutions for Problem 1.
We start with a baseline solution (TriP-Basic), and then
present its high-order variant (Trip), followed by the
attribution analysis framework for different eigen-functions
and an error estimation method.
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----- New eigen-pairs
Old eigen-pairs

Fixed eigen-space

Fig. 1 Incremental update for eigen-pairs tracking. [Color figure
can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]

4.1. Key Idea

The key idea for Trip-Basic and TRIP is to incremen-
tally update the eigen-pairs with corresponding perturbation
terms at each time stamp. By matrix perturbation the-
ory[60], we have the following perturbation equation

(A" + AA)(uj + Awy) = M + AL (uy' + Awy)  (6)

As the perturbation matrix is often very sparse, it is natural
to assume that graphs in two consecutive time stamps share
a fixed eigen-space. Therefore, the perturbation eigenvector
Auj can be expressed as Auj = ZLI @;ju;’, which is the
linear combination of old eigenvectors. Taking the two
dimensional eigen-space in Fig. 1 as an example, the old
eigenvectors are uy’ and up’ marked in orange; the new
eigenvectors u;’*! and uy’*! (in green) can be decomposed
into old eigenvectors uy’, up’ and perturbation eigenvectors
Auj, Auy in the same plane.

Expanding Eq. (6), we get

Aluj’ + AA'yj" + A" Auj + AA Ay
= A" 4+ Adjuy’ + A5 Auj 4 Adj A

By the fact that A"uj’ = Auy’, the perturbation equation
can be simplified as

AAtlljt —i—At Allj =+ AA! AUJ = A)leljt =+ A.; AUJ =+ A)\j Allj
(7

Multiplying the term w;’ " on both sides; as eigenvectors are
of unit length, we have

u" AA'Y +uj  AA'Agj = AL +u Ax A (8)
As we assume that Auj < uj and A)L; < A;, the high
order terms uj’’AA’Aw; and uj'’AX;Au; in Eq. (8) can

be discarded without losing too much accuracy. Therefore,
A can be estimated as

Ax; =i’ AA'yy )

The difference between TRiP-BAsic and TRIP lies in their
ways of estimating perturbation eigenvectors, which will be
discussed in the following subsections.

4.2. TrrIr-Basic

Trip-BasIC is a first-order eigen-pair tracking method,
which ignores the high-order terms in the perturba-
tion equation when updating eigenvectors at each time
stamp. By removing the high-order terms, the perturbation
equation Eq. (7) can be written as

AA'yj' + A" Auj = Adjui’ 4 A Au;

Replacing all Au; terms with Zle a;jui’ and multiplying
the term up” ( p# j) on both sides, by applying the
orthogonality property of eigenvectors to the new equation,
we can solve the coefficient o,; as

llpt/AAtlljt
an = )\.t _ )\.t
J P

Therefore Auj can estimated as

k NN
u;’ AA'u;
i=1,i#j J i

Suppose A’ is perturbed with a set of edges AE =<
P, >,..., < ps,I's > where s is the number of non-
zero elements in perturbation matrix AA. In Eq. (10), the
term u;’’ AAu;’ can be expanded as

lljﬂAAtlljr = Z

<p.r>eAE

AA'(p, r)upi ug a1

Egs. (10) and (11) naturally lead to our base solution (Tr1p-
Basic) for solving Problem 1 as follows.

The approximated eigen-pairs for each time stamp is
computed from steps 2 to 10. Each AA; and Au; is
calculated from steps 3 to 7 by Eqgs. (10) and (11). At steps
8 and 9, )Jj and uj’ is updated with AX; and Au;. Note
that after updating the eigenvector in step 9, we normalize
each of them to unit length.

4.2.1. Complexity Analysis

The efficiency of proposed Algorithm 1 is summarized
in Lemma 1. Both time complexity and space complexity
is linear with respect to the total number of the nodes in
the graph (n) and total number of the time stamps (7).

LEMMA 1: Complexity of First Order Eigen-Function
Tracking. Suppose T is the total number of the time

Statistical Analysis and Data Mining: The ASA Data Science Journal DOI:10.1002/sam
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Algorithm 1 TRIP-BASIC: First Order Eigen-Pairs Tracking
Input: Dynamic graph G tracked from time ¢; to to, with
starting eigen-pairs (Aktl,UZ}), series of perturbation
matrices [AA,—¢, -1
Output: Corresponding eigen-pairs [(Ar", UL)]i—t, 11,1
1: fort =t toty — 1do
2. forj=1tokdo
3 Initialize Auj < 0
4 forizltok,i;éj(/lo
5 Auj — AUj + qui_Atut ¢
6: end for ’
7
8
9

Calculate A\, « ut’ AAtut
Update AEH A AN
: Update u;’ ™+ u;’ + Ay
10:  end for
11: end for
12: Return [(Ax", U i—y 41,00

stamps, s is the average number of perturbed edges in
[AAt]t=t1,...12—la then the time cost for Algorithm 1 is
O(Tk*(s + n)); the space cost is O(Tnk + s).

Proof: In each time stamp from time #; to t, — 1, top k
eigen-pairs are updated in steps 2-10. By Eq. (11), the
complexity of computing term wj’’ AA'w;’ is O(s), so
the overall complexity of step 5 is O(s + n). Therefore
calculating Auj from steps 4 to 6 takes O (k(s + n)). In step
7, computing A ; takes another O(s). Updating A’j. and u;’
in step 8 and 9 takes O (1) and O(n). Therefore updating
all top-k eigen-pairs Uy’ and A}, takes O (k%*(s 4+ n)) and
O (ks), respectively. Thus the overall time complexity for
T iterations is O(Tk2(s + n)).

For space cost, it takes O (k) and O(nk) to store A;C and
Uy’ at each time stamp. In the update phase from step 2 to
10, it takes O (s) to store AA’, O(1) to update )Jj and O (n)
to update u;’. However the space used in the update phase
can be reused in each iteration. Therefore the overall space
complexity for 7 time stamps takes a space of O(Tnk + s).
[ |

4.3. Trrip

The baseline solution in Algorithm 1 is simple and
straight-forward, but it has the following limitations. First,
the approximation error of first order matrix perturbation is
in the order of ||AA’|. In other words, the quality of such
approximation might decrease quickly with respect to the
increase of ||AA’|. Second, the approximation quality is
highly sensitive to the small eigen-gap of A’ as indicated
by Eq. (10). In order to address these limitations, we further
propose Algorithm 2 by adopting the high-order matrix
perturbation to update the eigen-pairs of A’*!. The main

difference between Algorithm 2 and Algorithm 1 is that we
take high-order terms in the perturbation equation (Eq. (7))
into consideration while updating eigenvectors. Similar to
Trip-Basic we replace all Awj terms with Zle oju’
and multiplying the term wy’’ (for 1 < p <k, p # j)
on both sides. By applying the orthogonality property of
eigenvectors to the new equation, we have

k
X (p, )+ aphy + Y X (p.i)ayj = aphl; + oy AL
i=1
where X' = U!'AA’UL. Reorganizing the terms in the
above equation, we have
k
X (p, j) = api O 4+ Akj = 1)+ X! (p,i)ey; =0
i=1
By defining v=2" + Ax; =1}, for p=1,....k D' =

diag(v) and aj = [ay;, ..., o;] , the above equation can
be expressed as

X' j)—Doj+Xo=0
Solve the above equation for «j, we have

aj =D — X)X, j)

Algorithm 2 TrIP: High Order Eigen-Pairs Tracking
Input: Dynamic graph G tracked from time ¢; to t2, with
starting eigen-pairs (A", Uzl), series of perturbation
matrices [AA),—y,  1p—1
Output: Corresponding eigen-pairs [(Ax, Ui i=ty 41,15
1: fort =t;toty —1do
Calculate X* « UL AA'UYL
ANy + diag(X*)!
Update AL < AL + AA,
for j =1tok do
Calculate v <= X + AN; = X forp=1,... .k
D! « diag(v)
Calculate o + (D! — X")71X(:, )
Calculate Auj « Y | a;ju;t
Update u; !« u;* + Ay
11:  end for
12: end for
13: Return [(Ax", UL |i=ty 41,10

R A A

S

! Here the diag function works the same with the one in Matlab.
When apply to a matrix, diag returns a vector of the main diagonal
elements of the matrix; when apply to a vector, it returns a square
diagonal matrix with the elements of vector on the main diagonal.

Statistical Analysis and Data Mining: The ASA Data Science Journal DOI:10.1002/sam
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In Algorithm 2, the top-k eigen-pairs at each time stamp

is updated from step 2 to 11. In step 2, matrix X’ is cal-
culated for computing AA; and AUy. In step 4, all top-k
eigenvalues Aj are updated by AAj. From step 6 to 10,
each uy’ is updated according to the derivations of the eigen
update rule in mentioned above. Again, after we update the
eigenvectors in step 9, we normalize each of them to unit
length.
Complexity Analysis The efficiency of Algorithm 2 is
given in Lemma 2. Compared with TRip-Basic, both time
and space complexity are still linear with respect to total
number of nodes in the graph and total number of time
stamps, with a slight increase in k, which is often very
small.

LEMMA 2: Complexity of High Order Eigen-Function
Tracking. Suppose T is the total number of time
stamps, s is the average number of perturbed edges in
[AA‘],ztl,_.IZ_l, then the time cost for Algorithm 2 is
O(T (k* + k*(n + s5))); the space cost is O (Tnk + k> + s).

Proof: In each time stamp from time #; to , — 1, top k
eigen-pairs are updated in steps 2-11. Using the update
rule provided in Eq. (11), calculating X’ in step 2 takes
O (ks). Updating top eigenvalues in step 3-4 takes O (k).
From step 5 to 11, eigenvectors are updated. It takes O (k%)
in to do matrix inversion and multiplication in step 8 and
O (nk) to calculate Auj in step 9. Therefore updating Uj,
takes O (k* 4 nk?)). Thus the overall time complexity for
T iterations takes O (T (k* + k*(n + 5))).

For space cost, it takes O (k) and O(nk) to store A;{ and
Uyx', O(s) to store AA’ for each time stamp. In the update
phase from step 2 to 11, it takes O (k?) to store and calculate
X!, D'; O(k) to store v and aj; O(kz) to calculate «;j.
However the space cost in update phase can be reused in
each iteration. Therefore the overall space complexity for
T time stamps takes a space of O(Tnk + k> + s). |

4.4. Attribution Analysis

Based on our Trip algorithms, we can effectively track
the corresponding eigen-functions of interest (as defined
in subsection 3.2). In reality, we might also be interested
in understanding the key factors that cause these changes
in dynamic graphs. For example, among all the changed
edges in AA, which edge is most important in causing the
inrease/decrease of the epidemic threshold, or the number
of triangles, etc. The importance of an edge < p,r >¢€
AE can be measured as the change it can make on the
corresponding eigen-functions, which can be written as

score(< p,r >) ~ AN}, o = fou<pr> — fG

where f(.) is one of eigen-functions we define in
subsection 3.2.

Algorithm 3 Dynamic Attribution Analysis

Input: Dynamic graph G and eigen-pairs (A", Ut) at time
t, perturbation matrix AA, eigen-function f(.), number
l
Qutput: top ! added edges and removed edges at time ¢ that
have largest impact on eigen-function f(.)
. removed < extract all removed edges in AA*
. added + extract all added edges in AA*
. for each edge < p,r > in removed do
score(< p,1 >) < far — fan<pr>
end for
. for each edge < p,r > in added do
score(< p,r >) < farucprs> — far
end for
. Return top [ edges in removed and added with highest
scores respectively

In Algorithm 3, all removed edges and added edges are
extracted from AA in steps 1 and 2. The impact score of
each removed edge at time ¢ is calculated from step 3 to 5.
Similarly, the score of each added edge is calculated from
step 6 to 8. At the end, top / removed edges and / added
edges are returned as high impact edges at time ¢.

4.4.1. Complexity Analysis

Assume that the complexity of calculating Af_, .. is
h(n,k,s), where h is a function of number of nodes n,
number of eigen-pairs k and number of changed edges s.
Then the complexity of calculating the impact scores of all
changed edges (from step 3 to 8) is O(sh(n, k, s)). Given
the impact score of each changed edges, the complexity of
picking out top / edges from removed and added set using
heap structure is O (|removed|logl) + O(ladded|logl) =
O (slogl). Therefore the overall complexity for attribution
analysis at time ¢ is O(s(h(n, k, s) + logl)).

4.5. Error Estimation

As described in section 4.1, the core mechanism for both
Trip-Basic and Trip is to incrementally update the eigen-
pairs at each time stamp. With this scheme, the tracking
error of eigen-pairs would accumulate as time goes by.
Therefore, finding a proper time to restart the algorithm
is of key importance to keep the tracking error within a
reasonable range. For simplicity, we only estimate the error
of leading eigenvalue since it is the key part for most of the
eigen-functions. Here we denote err(A') as the estimated
error on A introduced at time 7. Intuitively, err(A') would
be strongly correlated to the impact of AA’ on the original
eigen-space. As the original eigen-space is defined by the
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top-k eigenvectors UQ at the first time stamp #;, to measure
the impact of AA’ on U}, we can project AA’ into this
space and take the Frobenius norm of the projection as its
actual impact. Eq. (12) formalizes the impact function of
AA! on eigen-space U;'.

err(\') ~ impact(AA', U) =|| USUL AA! (|50 (12)

We denote the summation of the perturbation impacts
from first time stamp #; to current stamp 7 as errgec(A').
This number can be viewed as a good approximation of
accumulated tracking error on leading eigenvalue from #; to
t. In other words, the curve of errg..(A') fromt =1t1, ..., 5
would have similar shape with real tracking error curve of
Trip algorithms.

Algorithm 4 Error Estimation for Eigen-function Tracking
Input: Dynamic graph G tracked from time ¢; to t2, with
starting eigen-pairs (Ag"", Uzl), series of perturbation
matrices [AA),—y,  1p—1
Output: Corresponding estimated error errge.(AY) for
t=ti+1,...t
1: Initialize errg..(A) « 0
2 Tnitialize P + UL UL
3: fort =t; +1toty do
4 Calculate impact(AA?, UY) || PAAY || pro
5

Calculate  er7gec(A) — errace(A7)  +
impact(AAY, U’,;1 )
6: end for

7: Return errge(A) fort =t +1,.. .o

In Algorithm 4, err,e.(A™) is initialized as O in step 1 and
P is initialized as the projection matrix in step 2. From step
3 to 6, the impact of each perturbation matrix is calculated
and accumulated to err,.(A"). In step 7, the estimated error
array errqe.(A') for t =t + 1, ... 1 is returned.

4.5.1. Complexity Analysis

The complexity of initializing projection matrix P is
O(n*k). Since AA' is often very sparse, the complexity
of calculating impact (AA’, U;{l) can be reduced to O (ns)
where s is the number of changed edges at current time
stamp. The complexity of accumulating err,..(A") at each
time stamp is O(1). Therefore the overall time complex-
ity for error estimation over time series of length T is
O (nk + Tns).

5. EXPERIMENTAL EVALUATION

In this section, we evaluate TRIP-BAsic and TRIP on real
datasets. All the experiments are designed to answer the
following two questions

e FEffectiveness: how accurate are our algorithms in
tracking eigen-functions, analyzing corresponding
attributions and estimating the tracking errors?

e [Efficiency: how fast are the tracking algorithms?

5.1. Experiment Setup

Machine.

We ran our experiment in a machine with two Intel Xeon
3.5GHz processors with 256GB of RAM. Our experiment
is implemented with Matlab using single thread.

Datesets.

AS The first dataset we use for the evaluation is
Autonomous system graph, which is available at http://
snap.stanford.edu/data/. The graph has recorded commu-
nications between routers in the Internet for a long period
of time. Based on the data from [61], we constructed an
undirected dynamic communication graph that contains 100
daily instances with time span from November 8, 1997 to
February 16, 1998. The largest graph among those instances
has 3569 nodes and 12,510 edges. The dataset shows both
the addition and deletion of nodes and edges over time.
Power Grid The second dataset is power grid network. It
is a static, undirected, unweighted network representing the
topology of the Western States Power Grid of the United
States [62], which has 4941 nodes and 6594 edges. To
simulate the evolving process, we randomly add 0.5%m
(m is the number of edges in the graph) new edges to the
graph at each time stamp as perturbation edges. We have
changed different percentages of perturbation edges, and
experimented several runs on each of the settings. As the
results are similar, we only report the results from one run
for brevity.

Airport The third dataset is a static, undirected, un-
weighted airport network, which represents the internal US
air traffic lines between 2649 airports and has 13,106 links
(available at http://www.levmuchnik.net/Content/Networks/
NetworkData.html). Again, similar synthetic evolving pro-
cess was done on this dataset. With similar experiment
results, we only report those from one run of simulation
for brevity.

Evaluation Metrics.

For the quality of eigen-functions tracking, we use the
error rate €. For eigenvalues, number of triangles and
robustness measurement, their error rate are computed as
€= ‘f;ﬁ, where f and f* are the estimated and true eigen-
function values, respectively. For eigenvector, the error is
computed as € =1 — W‘ﬁ;*” where u is the estimated
eigenvector and u* is the corresponding true eigenvector.
For attribution analysis, we use the top-10 precision. For
efficiency, we report the speedup of our algorithms over the
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re-computing strategy which computes the corresponding
eigen-pairs from scratch at each time stamp.

5.2. Effectiveness Results

A. Effectiveness of Eigen-Function Tracking. Figs. 2-6
compare the effectiveness of Trip-Basic and Trip using
different number of eigen-pairs (k). We have the following
observations. First, for all of the four eigen-functions, both
algorithms could reach an overall error rate below 20%
at the end of the tracking process. Second, when k is
increased from 50 to 100, Trip-Basic could get a relatively
more stable approximation over the tracking process. Third,
TrIP is more stable and overall reaches a smaller error rate

compared with Trip-Basic. For example, as time goes by,
Trip-Basic starts to fluctuate sharply when k = 50 on all
four eigen-functions. Finally, the error on the number of
triangles is relatively higher. This is probably because that
the number of triangles is the sum of cubic eigenvalues, and
small errors on eigenvalues would therefore be magnified
on the final result.

In addition, we also compared our algorithms with three
different eigen-pair estimation methods, which include
(1) “QR Decom”, a QR decomposition-based eigen-pairs
updating method [32]; (2) “SVD delta”, simple SVD
decomposition on AA; and (3) “Nystrom”, a sampling-
based eigen-pair estimation method derived from Nystrom
algorithm [63]. For better effectiveness/efficiency trade-off,
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we sample 2000 nodes for Nystrom algorithm to calculate
eigen-pairs in our experiment. To better illustrate the results,
we take the error rates of all methods for every 15 days
on the AS data set. As “SVD delta” method causes large
tracking errors compared to other methods, we only report
the error rates from other comparing methods as shown
from Figs 7-11. We can see that the performance of Trip-
Basic and Trip are among the best methods though their
error rates keeps increasing as time accumulates.

B. Effectiveness of Attribution Analysis. For attribution
analysis, we divided the changed edges at each time
stamp into two classes: edges being added and edges
being removed. Also among these two classes, we rank
those edges according to their attribution score defined in

Section 4. As a consequence, the top ranked edges are the
ones that have most impact on the corresponding eigen-
functions. Here we scored and ranked those edges with our
approximated eigen-pairs and true eigen-pairs, respectively,
and then compare the similarity between the two ranks.
The precision of attribution analysis therefore is defined
as the precision at rank 10 in approximated rank list. As
similar results are observed in all three data set, we only
report those on AS dataset as shown in Figs. 12 and 13.
For the analysis on both added edges and removed edges,
TrIp overall outperforms TriP-BAsIC.

C. Effectiveness of Error Estimation. To show the effec-
tiveness of Algorithm 4, we compare the curve shapes
between true errors of TRIP and accumulative estimated
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errors errgec(A') on AS data set with k = 50. Ideally,
the two curves should overlap with each other when
errqgec(A') is properly scaled with some elaborately picked
factor. Fig. 14 shows that the estimated error erry..(A")
can effectively catch sharp error increases in the track-
ing process as marked in red circle. Therefore, it can
be used as a trigger to re-start the tracking process so
that the accumulative error can always be kept within a
low range.

5.3. Efficiency Results

Fig. 15 shows the average speed up with respect to
different k values on AS dataset. We see that both Trip-
Basic and Trip can achieve more than 20x speed up when
k is small. As k increases, the speedup decreases.

To further demonstrate the efficiency of the proposed
algorithms, we also compare their effectiveness/efficiency
trade-offs with those of the alternative methods men-
tioned in the previous subsection. Fig. 16 shows that our
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Fig. 15 The running time speedup of Trip-Basic and Trip wrt
to k. [Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]

algorithms can keep the average error rate very small
on all three data sets while consuming least amount
of time.

6. CONCLUSION

In this paper, we study the problem of eigen-functions
tracking on dynamic graphs. We first introduce different
kinds of eigen-functions and their applications. In order
to efficiently track these functions over time, we propose
Trip-Basic and Trip. In addition, we provide a framework
for attribution analysis on eigen-functions and a method
to effectively estimate tracking errors. Our experiments
show that both Trip-Basic and Trip can effectively and
efficiently track the changes of eigen-pairs, number of
triangles, robustness score and eigen-gap in dynamic
graphs, while TRIP is more stable over time. In both cases,
the accumulated error rate inevitably keeps increasing as
time goes by.
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