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ABSTRACT
Online travel platforms (OTPs), e.g., booking.com and Ctrip.com,
deliver travel experiences to online users by providing travel-related
products. One key problem facing OTPs is to predict users’ future
travel destination, which has many important applications, e.g.,
proactively recommending users flight tickets or hotels in the
destination city. Although much progress has been made for the
next POI recommendation, they are largely sub-optimal for travel
destination prediction on OTPs, due to the unique characteristics
exhibited from users’ travel behaviors such as offline spatial-
temporal periodicity and online multi-interest exploration. In this
paper, we propose an online-offline periodicity-aware information
gain network, OOPIN, for travel destination prediction on OTPs.
The key components of the model are (1) an offline mobility pattern
extractor, which extracts spatial-temporal periodicity along with
the sequential dependencies from the visited city sequence; and
(2) an online multi-interests exploration module that discovers
destinations that the user might be interested in but not yet visited
from their online interaction data. Comprehensive experiments
on real-world OTP demonstrate the superior performance of the
proposed model for travel destination prediction compared with
state-of-the-art methods.

CCS CONCEPTS
• Information systems → Recommender systems.
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1 INTRODUCTION
Online travel platforms (OTPs), e.g., bookings.com and Ctrip.com,
deliver travel experiences to online users by providing travel-related
products (e.g., flight tickets, hotels, and package tours). Different
from regular e-commerce platforms, online travel platforms pay
more attentions to temporal patterns (e.g., users usually travel on
weekends and holidays) and spatial patterns (e.g., users travel to
nearby cities or distant cities) exhibited by users’ travel behaviors
on the platform. More importantly, users’ travel behaviors are
quite sparse and divergent [12, 13], since travel is a low-frequency
demand compared with shopping [5, 8, 16].

One key problem facing OTPs is to predict users’ future travel
destinations, which leads to many important applications for
OTPs. For instance, the online travel app could push a notification
to recommend flight tickets or hotels for the destination city.
Furthermore, the predicted cities can in turn be used to provide fine-
grained recommendations on featured local tours in the destination.

The closest line of research is on the next POI recommendations,
which have drawn intensive studies owing to the rapid growth
of location-based services. Earlier next POI recommendation
algorithms mainly focus on modeling the transition probability
between visited places by Markov chains [1, 4]. Moving forward,
recurrent neural networks (RNNs) are extensively used to improve
the recommendation quality [2, 6, 10, 17]. Recent state-of-the-
art algorithms are largely based on adjusted neural network
architectures with enriched spatial-temporal information [9, 11].

Although much progress has been made, the state-of-the-arts
for next POI recommendation are largely sub-optimal for the travel
destination prediction on OTPs. The sub-optimality is mainly due
to the unique characteristics exhibited by users’ travel-related
behavior. First, offline spatial-temporal periodicity: one unique
trait of users’ traveling behavior is that they usually demonstrate
periodic patterns in both the temporal and spatial dimensions. On
the temporal dimension, users often go traveling on weekends or
holidays; on the spatial dimension, users tend to visit nearby cities
frequently and distant cities occasionally. Such spatial and temporal
periodicity are also correlated with each other as users tend to visit
surrounding places on weekends and travel afar on long holidays.
Second, online multi-interest exploration: a user may explore the
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travel products (e.g., flight tickets and hotels) of several candidate
cities on OTPs through search or platform recommendations before
deciding the final destination. Extracting the information gain from
such online exploration behavior on cities that have not been visited
by the user can be beneficial for the next destination prediction.

With these in mind, we propose an online-offline periodicity-
aware information gain network (OOPIN in short), for travel
destination prediction. The model consists of two key components,
namely, an offline mobility pattern extractor and an online multi-
interests exploration module. We design a periodicity-aware GRU
layer in the offline component, which aims to extract the sequential
dependencies from offline mobility sequence (i.e. the sequence of
the cities the user visited) with the awareness of spatial-temporal
periodicity. To leverage users’ online interaction behavior, in the
online component, we design a distance-aware self-attention net
to extract multiple user interests, and an information gain net
along with the target-aware attention network to represent the
destinations that the user is interested in but has not yet visited.
The main contributions are summarized as follows:

• To the best of our knowledge, this is the first work to marry
the offline mobility data and online behavioral data for the
purpose of travel destination prediction on OTPs.

• We propose a novel online-offline periodicity-aware infor-
mation gain network for the purpose of the destination
prediction.

• Comprehensive experiments conducted both offline and
online demonstrate the effectiveness of our model, which
has been deployed online to serve real traffic of an OTP.

2 RELATEDWORKS
Sequential Recommendation. Sequential recommendation is
extensively used to predict users’ next behavior from previously
observed behavior sequences. Earlier work proposes to utilize the
Markov model to approximate the transition probability between
two consecutive actions [1, 4]. By the rapid growth of deep learning,
GRU4Rec, an RNN-base model, is used for user action sequence
recommendation [6]. SASRec [7] utilizes the attention mechanism
to adaptively assign weights to previous items for next-item
prediction. DSIN [3] models users’ session interests and its evolving
process with self-attention mechanism and Bi-LSTM. SINS [15]
proposes to infer a sparse set of concepts for each user from the large
concept pool and output multiple interest embeddings accordingly,
which are effective for user intent and next-item prediction.
Next POI Recommendation. Next POI recommendation can be
viewed as a special type of sequential recommendation problem,
which considers spatial information in the sequence. In [10], an
RNN-based POI recommendation model STRNN is introduced,
which effectively incorporates spatial-temporal transition matri-
ces. LSTPM [14] captures long-term preferences with a nonlocal
network and short-term preferences with a geo-dilated RNN.
DeepMove [2] combines the attention model with the RNN model
to enable long-term periodicity learning in mobility prediction.
STGN [17] models both short and long-term POI visit preferences
based on LSTM with new time and distance gates, and cell state.
GeoSAN [9] exploits hierarchical gridding of GPS locations for
spatial discretization and uses self-attention layers for match-
ing, without using explicit spatio-temporal interval. STAN [11]

leverages the spatial-temporal-preference neighborhoods graphs’
structures and explores new higher-order POI neighbors.

In general, the previous methods would suffer from sparsity
issues when limited mobility data was observed. Our model can
alleviate the problem by the complementary effect between offline
mobility data and online behavior data.

3 PROBLEM STATEMENT
Let U be the set of users, and C be the set of cities. Given a user
𝑢 ∈ U, we can observe the sequence of the user’s visited cities
ordered by time asV𝑢 = {𝑐𝑜 𝑓 𝑓1 , . . . , 𝑐

𝑜 𝑓 𝑓

𝑇
}. Besides, the user often

exhibits online interaction behaviors with the travel products on
the OTP app, e.g., clicking on a flight ticket or browsing a hotel.
We denote the sequence of destination cities associated with the
interacted travel products as O𝑢 = {𝑐𝑜𝑛1 , . . . , 𝑐𝑜𝑛𝑛 }. The problem of
travel destination prediction is to predict the destination city that
the user 𝑢 is likely to visit for her next travel.

4 PROPOSED MODEL
4.1 Overall Framework
The overall framework of our model is illustrated in Fig. 1, which
consists of two key components, namely, the offlinemobility pattern
extractor and the online multi-interests exploration module. Users’
offline mobility data usually exhibits the spatial-temporal periodic
evolution patterns, e.g., some users might go on business trips
on weekdays, tour around on weekends and travel long-distance
during holidays. Beyond periodicity, the sequential dependencies
also exist in the offline mobility data, e.g., if a user visited a
surrounding city last weekend for leisure travel, she might not visit
the same city again for the coming weekend. The offline mobility
pattern extractor takes the offline visited destinations sequence as
input and then utilizes a periodicity-aware Gated Recurrent Unit
(PGRU) layer to model the spatial-temporal periodic patterns. On
the other hand, a user may plan her itinerary by browsing various
travel products (e.g. flight tickets, scenic spots tickets, hotels, etc.) of
different destination cities on OTPs before actual trips. Such online
interaction behaviors are strong indications of the user’s next travel
destination and can also relieve the sparsity issue of offline mobility
data. To this end, we design an online multi-interests exploration
module that is able to extract multiple candidate destinations that
the user might be interested in from her online behaviors prior to
the actual trip. Among the candidate destinations, the ones that
have not been visited by the user would be out-weighted through a
target-aware information gain network.

4.2 Offline Mobility Pattern Extractor
The offline mobility pattern extractor takes the sequence of cities
visited by the user V𝑢 as input, which will be processed by a
periodic pattern extractor to mine the spatial-temporal patterns
and a periodicity-aware GRU layer to model the periodicity aware
sequential evolution.

4.2.1 Periodic Pattern Extractor. The offline mobility sequence
V𝑢 is organized into a set of spatial-temporal mobility matrices
M = {M1, . . . ,M𝑘 }, where M𝑖 is designed to represent mobility
frequency at different temporal granularity and spatial distance.
For example, inM1, the first dimension could represent the seven
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Figure 1: The overall architecture of our proposed model OOPIN.

days in a week from Monday to Sunday, and the second dimension
represents the distance between the departure city and the visited
city. Note that the distance is discretized into different buckets.
Each cell in M1 represents the frequency of the user visiting a city
of a particular distance on a particular day of a week. Similarly,
we could design other mobility matrices with different temporal
semantics, e.g., different days in a month, holidays, or other events.
After this, we carefully design a set of convolutional kernels of sizes
2 × 𝑑 , 𝑡 × 2, and 2 × 2 to extract user periodic mobility patterns in
the temporal-spatial dimensions, where 𝑑 is the number of distance
buckets and 𝑡 is the temporal dimensionality. The feature matrices
after convolving the mobility matrices with the set of kernels are
pooled, flattened, and concatenated, followed by an MLP layer to
get the periodic pattern representation u𝑝 .

4.2.2 Periodicity-aware GRU Layer. Beyond the spatial-temporal
periodicity, the sequential evolution also exists in the visited city
sequence, where the user’s recent travel behaviors might impact
her next travel plan. For instance, if a user has recently returned
to her hometown, it is unlikely she would return to the hometown
again for her next travel. To capture such sequential dependencies,
we design a periodicity-aware GRU layer, where the inputs are the
periodic pattern representation u𝑝 and the embeddings of visited
cities inV𝑢 , {c𝑜 𝑓 𝑓1 , . . . , c𝑜 𝑓 𝑓

𝑇
}. We concatenate the periodicity signal

u𝑝 with c𝑜 𝑓 𝑓
𝑖

at each time step and feed the sequence into a GRU
layer and get the hidden representation at the last time step h𝑇 .

4.3 Online Multi-interests Exploration Module
The user offline mobility data is often very sparse since traveling is
a low-frequency demand. However, the user usually explores the
travel products (e.g., flight tickets, hotels) of several candidate cities

on OTPs. Such online interaction behavior could complement the
offline mobility data for the travel destination prediction.

We split the user’s online interacted city sequence O𝑢 into
multiple subsequences J𝑖 ⊆ O𝑢 , where J𝑖 is the subsequence
of online interacted cities before and during an actual visit of a city
𝑐
𝑜 𝑓 𝑓

𝑖
, i.e., J𝑖 = {𝑐𝑜𝑛

𝑖1 , . . . , 𝑐
𝑜𝑛
𝑖𝑡

}.
Distance-aware Self-Attention Net (DSN) Since a user might
explore multiple geologically clustered cities before travel, e.g.,
cities around the Greater Boston area or the Greater New York area,
we design a distance aware self-attention net that represents the
𝑘-th city in J𝑖 as

ĉ𝑜𝑛
𝑖𝑘

=
∑︁
𝑗

(
1 −

𝑒𝑥𝑝 (𝑑𝑖𝑠𝑡 (𝑐𝑜𝑛
𝑖𝑘
, 𝑐𝑜𝑛
𝑖 𝑗
))∑

𝑡 𝑒𝑥𝑝 (𝑑𝑖𝑠𝑡 (𝑐𝑜𝑛𝑖𝑘 , 𝑐
𝑜𝑛
𝑖𝑡
))

)
c𝑜𝑛𝑖 𝑗 , (1)

where 𝑑𝑖𝑠𝑡 (, ) is the Haversine distance between two city centers
and c𝑜𝑛

𝑖 𝑗
is the city embedding through the embedding layer shared

with the offline module.
Target-aware Attention Net (TAN) This attention net serves to
extract the information related to the actual visited city 𝑐𝑜 𝑓 𝑓

𝑖
from

the online behavior sequence, and represent it as

cJ𝑖 =
∑︁
𝑗

𝑒𝑥𝑝 (⟨c𝑜 𝑓 𝑓
𝑖

, c𝑜𝑛
𝑖 𝑗
⟩)∑

𝑡 𝑒𝑥𝑝 (⟨c
𝑜 𝑓 𝑓

𝑖
, c𝑜𝑛
𝑖𝑡
⟩)
c𝑜𝑛𝑖 𝑗 . (2)

Information Gain Net (IGN) Intuitively, a user is less likely
to visit a city if she has visited it before, and thus we should
emphasize more on the her interested but unvisited cities. For this
purpose, the information gain net subtracts cJ𝑖 (the output of TAN)
from the output of DSN and obtains h𝑜𝑛

𝑖
=

∑
𝑘 (ĉ𝑜𝑛𝑖𝑘 − cJ𝑖 ) as the

representation of the online to offline information gain.
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4.4 Final Prediction Layer
For each of the candidate city, it would also pass through DSN and
TAN and get ĉ𝑜𝑛

𝑇𝑘
and cJ𝑇 . However, instead of subtracting them,

we add them together and output h𝑜𝑛
𝑐𝑎𝑛𝑑

=
∑
𝑘 (ĉ𝑜𝑛𝑇𝑘 + cJ𝑇 ). For the

final prediction, we concatenate h𝑜𝑛
𝑖

from each time step, h𝑜𝑛
𝑐𝑎𝑛𝑑

, and
h𝑇 from the offline module and feed them to a MLP layer followed
by a sigmoid activation unit to obtain the final predicted score for
the candidate city. The overall model is trained to minimize the
cross entropy loss.

5 EXPERIMENTS
5.1 Experimental Setup
5.1.1 Dataset. As far as we know, there is no public dataset that
contains both user’s online behavior and offline mobility data.
Filling this gap, we collected user authorized behavior and mobility
data for the past three years from a commercial OTP. The collected
dataset contains 1.76M users and 341 cities. We label the cities the
user visited as positive samples, while the negative samples are
randomly sampled from all other cities.
5.1.2 Metrics. We adopt the widely used standard metrics Re-
call@K and Precision@K for evaluation. For each test sample, both
the recall and precision are calculated. The final reported results
are averaged over all samples.
5.1.3 Comparison Methods. The eight baselines used in the ex-
periments are the state-of-the-art algorithms for sequential recom-
mendation and next POI recommendation respectively. Specifically,
the sequential recommendation algorithms are 1) GRU4Rec [6], 2)
SASRec [15], 3) DSIN[3] and 4) SINS [15]. The comparing next POI
recommdenation algorithms include: 5) STRNN [10], 6) STGN [17],
7) GeoSAN [9] and 8) STAN [11].

5.2 Experimental Results
The comparison results of the proposed OOPIN model and the
baselines are summarized in Table 1. Clearly, OOPIN consistently
outperforms all of the baselines on both evaluation metrics in
general. We have the following main observations: 1) the best
method for sequential recommendations using the online behavior
data, i.e., SINS, is better than the best method for next POI
recommendations using the offline mobility data, which shows
that the online exploration behavior, if properly modeled, is more
predictive of the next destination. This alsomatches our observation
in the ablation studies. 2) Among the methods for next POI
recommendation, STAN achieves the best performance since it
explicitly considers the spatial-temporal preferences with a POI
graph. 3) OOPIN outperforms all the baselines by jointly modeling
the spatial-temporal periodicity from the offline mobility data and
the information gain from the online behavior data.

5.3 Ablation Studies
5.3.1 Effectiveness of offline and online modules. To evaluate
the impact of the two key components, i.e., the offline mobility
pattern extractor and the online multi-interests exploration module,
we remove either respectively. From Table 2, we can observe a
significant performance drop when either is removed. Moreover,
removing the online module has larger impacts, which verifies the
importance of leveraging user online behavior data.

Table 1: Performance comparison of different methods.

Methods Recall@10 Precision@10 Recall@5 Precision@5

GRU4Rec 0.0841 0.0997 0.0532 0.0581
SASRec 0.1167 0.1336 0.0696 0.0753
DSIN 0.1275 0.1480 0.0727 0.0778
SINS 0.1438 0.1652 0.0814 0.0875

ST-RNN 0.1059 0.1068 0.0528 0.0537
STGN 0.1186 0.1191 0.0583 0.0585
GeoSAN 0.1254 0.1228 0.0627 0.0617
STAN 0.1293 0.1289 0.0684 0.0689

OOPIN 0.1693 0.1948 0.0971 0.1064

5.3.2 Effectiveness of several key ingredients. Furthermore, we
remove or replace several key components with some conventional
modules, to obtain several new variants. For example, we replace
DSN with conventional self-attention without distances, w/o TAN
means passing c𝑜 𝑓 𝑓

𝑘
directly to IGN, w/o IGN means replacing it

with MLP, and w/o PGRU means adopting regular GRU without
the periodicity signal. We observe that after removing IGN, both
metrics drop significantly, which indicates the importance of
information gain from the candidate destinations that have not been
visited by the user. Furthermore, after replacing PGRU with regular
GRU, the performances also decrease a lot, indicating the benefit of
the spatial-temporal periodicity in the sequential dependencies.
Table 2: Ablation studies of the key ingredients of the model.

Methods Recall@10 RelaImp Precision@10 RelaImp

OOPIN w/o Online 0.1135 -32.96% 0.1379 -29.21%
OOPIN w/o DSN 0.1592 -5.97% 0.1851 -4.98%
OOPIN w/o TAN 0.1583 -6.50% 0.1827 -6.21%
OOPIN w/o IGN 0.1527 -9.81% 0.1769 -9.19%

OOPIN w/o Offline 0.1532 -9.51% 0.1813 -6.93%
OOPIN w/o PGRU 0.1578 -6.79% 0.1864 -4.31%

OOPIN (standard) 0.1693 0.0% 0.1948 0.0%

5.4 Online A/B Test
We also conduct online A/B test by deploying the OOPIN model to
the "guess you like" interface on the corresponding OTP App for
ten days in July 2021. The treatment group assigns higher scores to
OOPIN predicted destinations on top of the original ranking scores.
The control group still uses the original ranking scores. We use the
click-through rate (𝐶𝑇𝑅 for short) as an indicator to evaluate the
performance of the experiment. With OOPIN, the treatment group
brings 3.73% CTR gain over the control group.

6 CONCLUSION
We address the travel destination prediction problem facing OTPs
in this paper. We propose an online-offline periodicity-aware infor-
mation gain network, OOPIN, which consists of an offline mobility
pattern extractors, that models the sequential dependencies with
periodicity awareness from the offline mobility data, and an online
multi-interests exploration module that models the information
gain from the destinations that the user interested in but not yet
visited. Extensive experiments conducted both offline and online
demonstrate the effectiveness of our proposed model.
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